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ABSTRACT

Context. The parallax of pulsation, and its implementations such as the Baade-Wesselink method and the infrared surface brightness technique, is an elegant method to determine distances of pulsating stars in a quasi-geometrical way. However, these classical implementations in general only use a subset of the available observational data.

Aims. Freedman & Madore (2010, ApJ, 719, 335) suggested a more physical approach in the implementation of the parallax of pulsation in order to treat all available data. We present a global and model-based parallax-of-pulsation method that enables including any type of observational data in a consistent model fit, the SpectroPhoto-Interferometric modeling of Pulsating Stars (SPIPS).

Methods. We implemented a simple model consisting of a pulsating sphere with a varying effective temperature in order to treat all available data. We present a global and model-based parallax-of-pulsation method that enables including atmospheric grid models, using consistent physical modeling and the reliability of the derived parameters is strengthened thanks to the redundancy in the data. We also parametrized (and adjusted) the contribution of the circumstellar envelopes in the near-infrared photometric and interferometric measurements.

Results. We show the successful application of the method to two stars: δ Cep and η Aql. The agreement of all data fitted by a single model confirms the validity of the method. Derived parameters are compatible with publish values, but with a higher level of confidence.

Conclusions. The SPIPS algorithm combines all available observables (radial velocities, interferometry, and photometry) to estimate the physical parameters of the star (ratio distance/parallax, Teff, presence of infrared excess, color excess, etc). The statistical precision is improved (compared to other methods) thanks to the large number of data taken into account, the accuracy is improved by using consistent physical modeling and the reliability of the derived parameters is strengthened thanks to the redundancy in the data.
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1. Introduction

Cepheids are the backbone of the extragalactic distance ladder because their pulsation periods, which are easily measured observationally, correlate directly with their luminosities through Leavitt’s law (the period-luminosity relation, Leavitt 1912; Leavitt & Pickering 1912). Thanks to their very high intrinsic brightness, they are visible in distant galaxies, as demonstrated for instance by Freedman et al. (2001) or Riess et al. (2011). They overlap with secondary, far-reaching distance indicators, such as type Ia supernovae (SN Ia) or the Tully-Fischer relation, such as type Ia supernovae (SN Ia) or the Tully-Fischer relation, such as type Ia supernovae (SN Ia) or the Tully-Fischer relation.

Direct distance estimation of nearby Cepheids plays a crucial role in the calibration of Leavitt’s law and, as a consequence, of the extragalactic distance ladder used to observationally estimate the Hubble constant \( H_0 \) (e.g. Riess et al. 2011). This importance has recently been reaffirmed by Suyu et al. (2012): to the question “Are there compelling scientific reasons to obtain more precise and more accurate measurements of \( H_0 \) than currently available?”, the authors answered “A measurement of the local value of \( H_0 \) to one percent precision (i.e. random errors) and accuracy (i.e. systematic errors) would provide key new insights into fundamental physics questions and lead to potentially revolutionary discoveries”. These authors also recognized the role of the Cepheids and the problem of controlling the systematics in their distance determinations. An elegant and powerful method of directly measuring distances to Cepheids is the parallax of pulsation, also known as the Baade-Wesselink (BW) method (Baade 1926; Wesselink 1946), although Lindemann (1918)

"..."
suggested the same method eight years earlier, but has never been credited for it. In the BW technique, the variation of the angular diameter $\theta$ is compared to the variation of the linear radius (from the integration of the pulsation velocity $V_{\text{puls}}$). The distance $d$ of the Cepheids is then obtained as the ratio between the linear and angular amplitudes,

$$\theta(t) - \theta(0) \propto \frac{1}{d} \int_0^t V_{\text{puls}}(\tau) d\tau.$$  \hfill (1)

The BW method uses in practice a combination of two quantities: (1) disk-integrated radial velocities, estimated from the changing Doppler shift of photospheric absorption lines; and (2) angular diameters, either derived from multicolour photometric measurements and surface brightness relations, or from interferometric measurements. One common property of these quantities is that they are derived from observations using models or some physical assumptions, therefore breaking the geometric nature of the parallax of pulsation. The BW method has demonstrated its capability to reach the one-percent statistical precision regime (e.g., Mérand et al. 2005), and its true current limitation lies in the systematic uncertainties, which are probably between five and ten percent. Two problems directly contribute to these systematics: the projection factor $p$ and the presence of circumstellar envelopes (CSEs). The projection factor is a multiplicative correction factor applied to the radial velocity derived from a spectroscopic absorption-line Doppler shift. This factor is used to unbias the spectroscopic measurement and estimate the true pulsation velocity. To first order, the radial velocity can be seen as the projection of the pulsation velocity, integrated over the surface of the star. Since the pulsation of Cepheids is radial, the limb of the star does not have a Doppler shift, whereas the point at the center of the apparent stellar disk has a maximum projected velocity toward the observer. Assuming a pulsation velocity of 1 km s$^{-1}$, the measured disk-integrated radial velocity would be $1/p = 1/1.5 = 0.67$ km s$^{-1}$ for a uniformly bright sphere. $p$ is lower than 1.5 for a limb-darkened star and more than 1.5 for a limb-brightened star. The $p$-factor is important because it biases the derived distance linearly: $d/p$ is the unbiased measurement in the parallax of pulsation equation (Eq. (1)). For a long time, the adopted values of $p$ were based on the linear period-$p$-factor relation established by Hindles & Bell (1986, 1989): $p = 1.39 - 0.03 \log P$. This gives a value of $p = 1.36$ for a typical ten-day-period Cepheid, which was the most commonly used value in the literature (see, e.g., Burki et al. 1986). But with the first direct determination of the $p$-factor of 1.27 ± 0.06 for the star δ Cep (Mérand et al. 2005), there has been a renewed interest in estimating the value of $p$. This work was based on the availability of a geometrical distance measurement, using the Fine Guidance Sensor (FGS) of the Hubble Space Telescope (HST). Since then, a dozen Cepheids have had their parallax measured directly in the same fashion (Benedict et al. 2007). This allows us to estimate more values of $p$, and even calibrate it as a function of the pulsation period, using the infrared surface brightness (IRSB) version of the parallax-of-pulsation method (Storm et al. 2011). Stars are limb-darkened in the spectral continuum and more darkened at shorter wavelength. However, it should be noted that stellar surfaces are slightly limb-brightened inside absorption lines. This leads to an apparent paradox: one would expect the $p$-factor to be 1.5 or higher, even though direct measurements instead lead to values of around 1.3.

To avoid the need of calibrating the projection factor, another approach is to include its contribution in the pulsation model. In their recent work, Gray & Stevenson (2007) attempted to directly extract the pulsation velocity by using a simple geometric model of an absorption line deformed by the pulsation: the resulting $p$-factors they found for the radial velocity published using different measurement techniques vary from 1.30 to 1.38 for a given star, leading to a systematic error of 6% on the parallax of pulsation distances. Again, this value is for a given star and results from the various data-reduction techniques (e.g., bisector, cross-correlation) used to extract the radial velocity from spectra (Nardetto et al. 2009). Another potential source of bias is the presence of circumstellar envelopes, which have been discovered and studied in the infrared by Kervella et al. (2006), Mérand et al. (2006, 2007), Kervella et al. (2009), and Gallenne et al. (2011, 2012, 2013). In the context of the parallax of pulsation, these envelopes affect the infrared apparent brightness of the star from the $K$-band (2 μm) and longward of this. They also bias the angular diameters measured by infrared long-baseline interferometry. The geometry of the CSE seems to be almost universal (Kervella et al. 2006; Mérand et al. 2006, 2007) and to vary only in intensity. Even in the Gaia era, when a few hundred Galactic Cepheids will have their distance measured accurately, the parallax of pulsation will still be an invaluable tool for distance investigation. One might think, for instance, of studying the Large Magellanic Cloud Cepheids using this technique. In addition, it should be noted that the parallax of pulsation will remain an important tool for studying the physics of Cepheids: Gaia providing the distances, the BW studies of Galactic Cepheids will investigate the physics which it relies on.

2. Integrated method

2.1. Motivations

This work is the natural evolution of the method suggested by Barnes & Evans (1976) to estimate the angular diameter from photometry. The generalization of the idea was proposed by Freedman & Madore (2010) to provide a better physical basis for the parallax of pulsation and to call for taking into account all possible observables. They proposed to use a universal surface brightness to compute magnitudes, based on the following formula (for example, for band $B$):

$$B = B_0 - C_B \times \log T_{\text{eff}} - 5 \log \theta + A_B \times E(B - V),$$  \hfill (2)

where $\theta$ is the Rosseland angular diameter, $T_{\text{eff}}$ the effective temperature, $E(B - V)$ the color excess, $B_0$ and $C_B$ a set of parameters describing the surface brightness relation, and $A_B$ the bandpass-dependent reddening coefficient. This method has the disadvantage of requiring a calibration of $B_0$ and $C_B$, and, more important, assumes a dependency of the surface brightness (here, a linear relation in effective temperature). These relations were recently calibrated by Pejcha & Kochanek (2012) by analyzing thousands of measurements for dozens of Cepheids. We propose to use a different method that is unique thanks to a combination of two things:

- We propose a “fit all at once” method (for a given star), which takes into account all the observables and fit all the parameters. This has the advantage of offering the best statistical accuracy and confidence in the result. Usually, BW methods are implemented by steps: first a radial velocity function is fitted analytically, then it is integrated, and finally compared to the angular diameter measurements to derive the distance. Unless treated properly (using a bootstrapping method, for example), this leads to an underestimation of the uncertainty of the final distance, unless the uncertainties on prior steps of the methods are propagated properly (e.g., the uncertainty on the radial velocity Fourier fit).
We try, as much as possible, to physically model the observables. For example, we propose synthesizing photometry based on atmospheric models and using calibrated bandpass filters, instead of using analytical surface brightness relations linear in color (such as $V - K$), which we know are not observationally linear, see for example Kervella et al. (2004a).

This approach also offers the potential of investigating, for example, why, in the case of $\delta$ Cep, the interferometric angular diameters of Mérand et al. (2005) and the angular diameters derived by IRSB by Ngeow et al. (2012) seem to systematically disagree by about 4%. A global method should be able to provide an answer to this contradiction. Another advantage of such a method is also to relax the constraint of uniform phase coverage to a certain extent; this was previously recognized by Freedman & Madore (2010).

It is remarkable that global methods using physics-based models are quite widespread in the field of determining fundamental parameters of eclipsing binaries. Implementations such as PHOEBE\textsuperscript{1} (Prša & Zwitter 2005) or ROCHE (Pribulla 2012) use the same philosophy as we mentioned above. As a first path to implement such a method for Cepheids (this work), we developed a global approach for deriving fundamental parameters of the eclipsing binary $\delta$ Vel (Mérand et al. 2011), which we successfully checked against the ROCHE model of the same system (Pribulla et al. 2011).

2.2. Description of the model

We assumed that Cepheids are radially pulsating spheres, with perfect cycle-to-cycle repetition of their physical properties. The pulsation velocity and the effective temperature as a function of phase are described by periodic functions of the pulsation phase $\phi$, interpolated using splines or Fourier series. Mérand et al. (2005) showed that periodic spline functions often offer a better description of the pulsation of Cepheids than do Fourier series, since Cepheids often exhibit pulsation velocity variations that are very different from a simple sinusoidal wave. This requires many Fourier harmonics to describe the pulsation profile properly. Additionally, Fourier series fits are very sensitive to poor phase coverage and tend to introduce non-physical oscillations. This means that Fourier decomposition requires a very uniform and dense phase coverage, which is not always available. However, Fourier series offer a good numerical stability, which is not always the case for a spline with free-floating nodes. In practice, we implemented both methods to allow for more flexibility. By default, Fourier series are used because they allow quicker computation and certain numerical convergence. We then switched to splines and kept this option if the goodness of fit was improved. Another important assumption was that Cepheid photospheres can be approximated by hydrostatic models in terms of energy distribution and center-to-limb darkening. We used the set of astrophysical constants recently recommended by Harmance & Prša (2011).

Atmospheric models: to compute synthetic photometry, we used ATLAS9 atmospheric models\textsuperscript{2}, with solar metallicity and a standard turbulent velocity of 2 km s$^{-1}$. The effect of metallicity on the magnitudes is very weak, as noted by Casagrande & VandenBerg (2014). We used a grid of models spaced by 250 K in effective temperatures and by 0.5 in log $g$. In practice, for each photometric bandpass, we reduced the models to a grid of magnitudes computed for an angular diameter of 1 mas. We then modeled the photometry by using the formula (here in $B$ band)

$$B = B_0 + 1_{\text{mas}}(T_{\text{eff}}, \log g) - 5 \log \theta + A_B \times E(B - V).$$

This equation is similar to Eq. (2), except that the linear surface brightness relation is replaced by a grid of interpolated values $B_0 + 1_{\text{mas}}$, which is a function of the model: $T_{\text{eff}}$ and $\log g$. $T_{\text{eff}}(\phi)$ is fitted to the data (using either splines or Fourier series). On the other hand, $\log g$ is deduced from the parameters of the model: the mass of the star is assumed using the period-radius-mass relation of Bono et al. (2001), and the linear radius is known internally in the model. The sensitivity of the $M_\theta = 1_{\text{mas}}$ to the gravity is, in any case, very low: this means that the choice of mass for the model is quite unimportant. As noted by Casagrande & VandenBerg (2014), atmospheric models are poorly suited for reproducing synthetic photometry bluer than the $B$ band, hence we limit our modeling to a range of 0.4 $\mu$m ($B$ band) to about 2.5 $\mu$m ($K$ band): the data presented here used the Johnson system in the visible ($B$ and $V$ bands), as well as the Walraven system ($B$ and $V$ band) and the CTIO system in the near-infrared ($J$, $H$, and $K$ bands).

Photometric bandpasses and zero-points: the photometric magnitudes were computed for each model of the grid, using band-passes and zero-points from the Spanish Virtual Observatory (SVO) database\textsuperscript{3} and the Asiago Database on Photometric System\textsuperscript{4} (Moro & Munari 2000) for the Walraven systems. Note that in the case of Walraven, we multiplied all the magnitudes by $-2.5$ since this unusual system expresses magnitude as the logarithm of the flux, without using the conventional $-2.5$ multiplicative factor. This allows for a uniform numerical treatment of all the photometric measurements. For the zero points, we chose the filters in the SVO that were recently calibrated by Mann & von Braun (2015) (see Table 1).

Reddening: we parametrized the interstellar reddening using the $B - V$ color excess, $E(B - V)$, and the reddening law from Fitzpatrick (1999), taken for $R_0 = 3.1$. Because the correction depends on the spectrum of the observed object, we computed all our reddening corrections using a template spectra for actual effective temperature at the phase at which the photometric observations were made. Reddening values for $T_{\text{eff}} = 4500$ K, 5500 K, and 6500 K are listed in Table 2 for the various photometric systems we used. This is significantly different from traditional BW implementation. Reddening correction factors $R_i$ are usually computed for Vega, a star much hotter than the Cepheids. For example, Fouqué et al. (2007) quotes $R_V$ (i.e., for the $V$ band) values between 3.10 and 3.30 and adopted a value of 3.23. As seen in our Table 2, our value for $V_{\text{GCPD}}$ (Johnson) ranges from 3.00 to 3.05 between $T_{\text{eff}} = 4500$ K to $T_{\text{eff}} = 6500$ K (it would be 3.1 for $T_{\text{eff}} = 10000$ K). We note that the effect of our choice of computation of the reddening is most notably different for blue filters and makes the least difference for the near-infrared $K$-band. Our choice of $R_0 = 3.1$ is mostly based on consensus and does not play a important role in the result: as far as we are concerned, the degeneracy is one-to-one between the reddening law $R_0$ and the color excess $E(B - V)$. In other

\textsuperscript{3} http://svo2.cab.inta-csic.es/theory/fps3/
\textsuperscript{4} http://ulisse.pd.astro.it/AstroADPS/Paper/index.html
words, changing the fixed value of $R_0$ changes the fitted value of $E(B-V)$ and maintains the other parameters of the fit within their fitted values.

Center-to-limb darkening: the effect of the center-to-limb darkening (CLD) needs to be taken into account to properly interpret interferometric angular diameters. Interferometers do not measure diameters directly, they measure visibilities, which need to be modeled in order to estimate an angular diameter. This is easiest to do using a uniform disk (UD) model. However, the derived diameter is not the true stellar diameter. Many authors have published tables of diameter corrections UD/LD, but we found that none are satisfactory, for the simple reason that the UD/LD correction depends on the spatial frequency at which the observations were made, because of the slight difference between UD and LD visibility profiles. For this reason we computed our own $\theta_{\text{UD}}/\theta_{\text{Ross}}$ corrections.

The truly interesting radius in our case is the bolometric radius, which almost matches the Rosseland value (where the average optical depth is 1). The Rosseland radius is the one that corresponds to the Rosseland radius. We used a separate tabulation because these models are plane-parallel and cannot produce accurate CLD profiles. Instead, we used grids of SATLAS models tabulated in effective temperature because these models are plane-parallel and cannot produce accurate synthetic photometry.

We did not use ATLAS models for our own CLD correction because these models are plane-parallel and cannot produce accurate CLD profiles. Instead, we used grids of SATLAS models in the Ceplie range (Neilsen & Lester 2013a). The actual CLD profiles are available in the Vizier database (Neilsen & Lester 2013b, via FTP). We extracted the radial intensity profile $I(r)$, which was converted to a visibility profile using a Haenkel transform, for various spatial frequencies (expressed as $x = \pi B \theta / \lambda$, where $B$ is the baseline in meters, $\theta$ the angular diameter in radians and $\lambda$ the wavelength in meters). For each spatial frequency, we scaled the spatial frequency of a uniform disk visibility profile to match the synthetic profile: the scaling factor was the ratio $\theta_{\text{UD}}/\theta_{\text{Ross}}$. An example is shown in Fig. 1. We note that spherical models, tabulated as $I(\mu)$ (where $\mu = \sqrt{1 - r^2}$), do not have their limb for $r = 1$, in contrast to plane-parallel models. This is because for spherical models, $r = 1$ is the outer boundary of the model (defined as the optical depth in the case of SATLAS, Neilsen & Lester 2008) and does not correspond to the Rosseland radius. We used a separate tabulation of $R_{\text{Ross}}/R_{\text{outer}}$ extracted from the grid of SATLAS models (H. Neilsen, priv. comm.). The mathematical justification of the equivalence of the scaling in $r$ in the intensity profile and scaling the visibility curve to estimate the unbiased Rosseland angular diameter is a fundamental property of the Fourier transform: $V[I(r)\,\delta B\,\theta_{\text{LD}}] = V[I(r)\,\delta B/\delta_{\text{Ross}}]$, where $B$ is the baseline and $\alpha = 1/\theta_{\text{Ross}}$.

We note that our results notably depart from those of Neilsen et al. (2012) for two reasons: 1) we took the radius of the star as the Rosseland radius, not the outer layer of the SATLAS model.

### Table 1. Adopted filters and zero points.

<table>
<thead>
<tr>
<th>Filter</th>
<th>$\lambda_{\text{eff}}$ (nm)</th>
<th>Zero point (W m$^{-2}$ μm$^{-1}$)</th>
<th>SVO filter ID</th>
<th>Note</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_T$</td>
<td>422.0</td>
<td>$5.688 \times 10^{-10}$</td>
<td>Tycho/TYCHO.B_MvB</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>$B_W$</td>
<td>432.5</td>
<td>$1.230 \times 10^{-10}$</td>
<td>–</td>
<td>-2.5 Walraven filter $B$</td>
<td>(2)</td>
</tr>
<tr>
<td>$B$</td>
<td>436.5</td>
<td>$6.291 \times 10^{-10}$</td>
<td>GCPD/Johnson.B</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>$B_{ST}$</td>
<td>466.7</td>
<td>$5.778 \times 10^{-10}$</td>
<td>GCPD/Stromgren.b</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>HP</td>
<td>517.1</td>
<td>$3.816 \times 10^{-10}$</td>
<td>HIPPARCOS/HPPARCOS.Hp_MvB</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>$V_T$</td>
<td>525.8</td>
<td>$3.946 \times 10^{-10}$</td>
<td>Tycho/TYCHO.V_MvB</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>$V_W$</td>
<td>546.7</td>
<td>$6.730 \times 10^{-11}$</td>
<td>–</td>
<td>-2.5 Walraven filter $V$</td>
<td>(2)</td>
</tr>
<tr>
<td>V</td>
<td>545.2</td>
<td>$3.601 \times 10^{-10}$</td>
<td>GCPD/Johnson.V</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>$Y_{ST}$</td>
<td>546.5</td>
<td>$3.625 \times 10^{-10}$</td>
<td>GCPD/Stromgren.y</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>R</td>
<td>643.7</td>
<td>$2.143 \times 10^{-10}$</td>
<td>GCPD/Cousins.R</td>
<td>revised by MvB 2014</td>
<td>(1)</td>
</tr>
<tr>
<td>J</td>
<td>1240.0</td>
<td>$3.052 \times 10^{-9}$</td>
<td>CTIO/ANDICAMJ</td>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>H</td>
<td>1615.3</td>
<td>$1.200 \times 10^{-9}$</td>
<td>CTIO/ANDICAM.H</td>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>K</td>
<td>2129.9</td>
<td>$4.479 \times 10^{-10}$</td>
<td>CTIO/ANDICAM.K</td>
<td></td>
<td>(1)</td>
</tr>
</tbody>
</table>

Notes: (1) Spanish Virtual Observatory; (2) “The Asiago Database on Photometric Systems” (Moro & Munari 2000); MvB 2014 refers to Mann & von Braun (2015).

### Table 2. Subsets of magnitudes for $\theta = 1$ mas and reddening law (for $R_0 = 3.1$) for 3 values $T_{\text{eff}}$ and $\log g = 1.5$.

<table>
<thead>
<tr>
<th>Filter</th>
<th>$M_{V_{\text{bol}}}$, log $g = 1.5$</th>
<th>$T_{\text{eff}} = 4500$, 5500, 6500 K</th>
<th>$A_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_T$</td>
<td>7.734, 5.799, 4.428</td>
<td>4.086, 4.146, 4.179</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$B_W$</td>
<td>0.759, –1.132, –2.460</td>
<td>4.071, 4.101, 4.117</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$B$</td>
<td>7.372, 5.625, 4.363</td>
<td>3.869, 3.954, 4.012</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$B_{ST}$</td>
<td>6.890, 5.321, 4.219</td>
<td>3.800, 3.803, 3.805</td>
<td>$A_1$</td>
</tr>
<tr>
<td>HP</td>
<td>6.276, 5.018, 4.114</td>
<td>2.836, 2.990, 3.130</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$V_T$</td>
<td>6.261, 4.950, 4.034</td>
<td>3.127, 3.173, 3.207</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$V_W$</td>
<td>−0.696, −1.967, −2.852</td>
<td>3.041, 3.058, 3.071</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$V$</td>
<td>6.126, 4.864, 3.986</td>
<td>2.996, 3.027, 3.050</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$Y_{ST}$</td>
<td>6.118, 4.854, 3.957</td>
<td>3.048, 3.053, 3.056</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$R$</td>
<td>5.515, 4.467, 3.768</td>
<td>2.346, 2.371, 2.393</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$J$</td>
<td>4.159, 3.602, 3.244</td>
<td>0.802, 0.804, 0.805</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$H$</td>
<td>3.605, 3.280, 3.082</td>
<td>0.525, 0.527, 0.528</td>
<td>$A_1$</td>
</tr>
<tr>
<td>$K$</td>
<td>3.472, 3.217, 3.043</td>
<td>0.354, 0.354, 0.354</td>
<td>$A_1$</td>
</tr>
</tbody>
</table>
values of \( \theta_{\text{observed}} / \theta_{\text{real}} \) for each band as a function of infrared excess. Biases (\( \theta_{\text{observed}} / \theta_{\text{real}} \)) for different strengths of CSEs are shown in Fig. 2. We also allowed for an excess in \( H \) band, since these two bands are relatively close in wavelengths and it is hard to imagine that the CSEs produce \( K \)-band excess and no \( H \)-band excess. If no \( H \) excess is given as an input parameter, we chose to consider an \( H \)-band excess twice as low as the \( K \) band excess.

The numerical process is very similar to the one we described for the limb-darkening correction: we synthesized the visibilities of a limb-darkened disk surrounded by the CSE, with the relevant observational parameters, and we fitted a uniform disk model to estimate the bias. This is numerically costly, but it is the only accurate way to estimate the bias.

### 2.3. Fitting strategy

We used a standard \( \chi^2 \) minimization,

\[
\chi^2 \propto \sum_i \frac{(O_i - M_j)^2}{e_i^2},
\]

where \( O_i \) is the \( i \)th observation, \( e_i \) its associated error, and \( M_j \) the prediction from the model. The strategy to compute the overall \( \chi^2 \) for all observations, necessitates some care. A normal \( \chi^2 \) would weight each measurement by its error bar. However, when we mix various observables, those that are present in large numbers are favored compared to scarce ones. A more general approach is to compute a \( \chi^2 \) by computing the final \( \chi^2 \) as the average of \( \chi^2 \) computed for each observable:

\[
\chi^2 \propto \sum_j \frac{1}{\text{sizeof}(G_j)} \sum_{i \in G_j} \frac{(O_i - M_j)^2}{e_i^2},
\]

This is to ensure that each group \( G_j \) of observables contributes equally to the final likelihood estimation: for example, there are usually many more photometric observations than radial velocity or interferometric diameters. We used a Levenberg-Marquardt (LM) least-squares fit based on SciPy\(^*\) scipy.optimize.leastsq. Using the total \( \chi^2 \) would have given more importance to data in highest numbers. Contrary to the approach taken by Pejcha & Kochanek (2012), we did not fit the zero points of photometric systems, so we do not suffer degeneracy. After we found the best fit, we estimated the uncertainties in the derived parameters by using the covariance matrix around the best-fit solution.

Another aspect of the fitting process is the phasing of the data. It is known that Cepheids are not perfectly stable pulsators.
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For example, the slow (compared to the pulsation time) evolution of the star’s interior leads to a first-order period change. The amount of linear change is an indicator of the evolutionary stage of the Cepheids and can be computed theoretically (see, for example, Fadeyev 2014). We allowed the period to change linearly in our model.

3. Prototypical stars

Note that the observational data, and best fit model are available as FITS tables at the CDS.

3.1. δ Cep

δ Cep is the prototypical Cepheid and has been observed extensively, in particular by optical interferometer. We took the photometry from Moffett & Barnes (1984), Barnes et al. (1997), Kiss (1998), Berdnikov (2008) and Engle et al. (2014). We also added photometric observations from Tycho and HIPPARCOS from van Leeuwen et al. (1997) and ESA (1997). We took the cross-correlation radial velocities from Bersier et al. (1994) and Storm et al. (2004). The angular diameters are the ones published in Mérand et al. (2005) and Mérand et al. (2006). In addition, to properly interpolate the photospheric models, we adopted a metallically of [Fe/H] = 0.06, based on Andrievsky et al. (2002). We note that the metallicity has a very weak effect on surface brightness values and is undetectable with our data set.

For the $\chi^2$ averaging, we used four groups of observables: radial velocities (91 measurements) angular diameters (67 measurements), photometric magnitudes (483 measurements), and colors (421 measurements). Error bars for each of these groups were multiplied by $\sim$0.59, $\sim$0.50, $\sim$1.26, and $\sim$1.35, respectively. We show the fit in Fig. 3, and the most important parameters are listed in Table 3.

It is interesting to compare the result we obtain here with that of our previous study, which did not include photometry.
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H
excess (mag) 0.016 ± 0.003
p-factor 1.30 [fixed]
MJD,b 48069.3905
Period (days) 7.176841 ± 0.000012
Period change (s/yr) 0.18 ± 0.07
Metallicity [Fe/H] 0.05
Reduced χ² 2.3
Adopted mass (M⊙) 6.3
Average radius (R⊙) 57.6

Notes. The quantities with uncertainties are adjusted in the model and
the other ones are fixed. We note that the uncertainties are purely statistical
d and do not take into account systematics, such as the uncertainties
on the distance, for example (274 ± 11 pc, Benedict et al. 2002). (a) θ is the
Rosseland angular diameter at phase 0, not the average angular di-
ameter over the pulsation cycle; (b) adjusted so that the bolometric magni-

(Mérand et al. 2005). The value of the p-factor is very similar: Using only the radial velocities and angular diameters reported
by Bersier et al. (1994), we found $p = 1.27 ± 0.01$. The un-
certainty was smaller since we took into account correlations in interferometric error bars (using the formalism of Perrin 2003),
which we do not yet have implemented in our current SPIPS
fitting algorithm. The actual p-factor uncertainty should take
into account the distance uncertainty (0.050), however, which is
much larger than the statistical uncertainty (0.020).

The CSE is noticeable in the interferometric data as a bias af-
fecting the angular diameter measured at the shortest baselines. Mérand et al. (2006) did not fit the excess, but rather compared the
fit using a simple star model to a fit using the model we fitted
on another Cepheid (Polaris), for which we had extended baseline
coverage. At the time, we used a 1.5% excess (0.016 mag). In the
case of SPIPS, we have photometric data that allow an-
choring the model and allow using the CSE contribution as
a free parameter. Thanks to this, we confirmed the infrared excess and estimated it to be 0.025 ± 0.002 mag in K band. We also let the
$H$ excess free to vary to fit the photometry and found it to be
0.018 ± 0.004. This latter is solely based on the photometric
measurements.

The good agreement with all the observables is remarkable
and increases our confidence in the method. In particular,
our SPIPS modeling is able to combine all data and does not
show apparent discrepancies between optical interferometry and
IRSB, such as noted by Ngeow et al. (2012). Admittedly, we
added the complexity of having an infrared excess, which probably explains the discrepancy (which Ngeow et al. 2012 did not
take into account). One could argue that the K-band magnitudes
do not agree the best agree in our fit (Fig. 3, panel “h”). We
also performed a fit using only photometric measurements (omit-
ting our interferometric measurements) and found the p-factor
to be 1.29 ± 0.06, which, apart from the poorer statistical
uncertainty, agrees perfectly well with our fit using optical
interferometry. The $K$ excess was also let free in the photometric
fit, and its value was found to be 0.010 ± 0.004 magnitude.

Additionally, the period change (−0.07 ± 0.03 s/yr) is found
to agree well with the recent estimate by Engle et al. (2014), even
even though these authors have a much greater accuracy (−0.1006 ± 0.0002 s/yr).

3.2. η Aql

η Aql is another important prototypical Cepheid because of its
proximity (and hence large apparent size), which makes it accessible
to optical interferometry. We observed η Aql in July 2006, using the FLUOR instrument (Couédé du Foresto et al. 2003) at
the CHARA Array. We used the same data reduction approach as in previous works, in particular the δ Cep data used in the
previous section.

We took photometry from Welch et al. (1984), Moffett &
Barnes (1984), Barnes et al. (1997), Kiss (1998), Berdnikov
(2008). Photometric measurements in the Walraven system were
taken from Pel (1976). We also added photometric observations from
Tycho and HIPPARCOS from van Leeuwen et al. (1997) and
ESA (1997). Radial velocities were taken from Barnes et al.
(2005) and Kiss (1998). Finally, we also took additional angular
diameter measurements: H band long-baseline measurements from
Lane et al. (2002) and short-baseline K-band measurements from
Kervella et al. (2004b). We adopted a metallicity of [Fe/H] = 0.05 , based on Andrievsky et al. (2002).

The results of the fit are presented in Fig. 4 and Table 4. As for δ Cep, we applied a correction factor to the error bars
to equally weight the four following groups: radial velocities
(57 measurements, 0.5 factor), angular diameter (70 measure-
ments, 0.55 factor), photometric magnitudes (377 measure-
ments, 1.3 factor), and photometric colors (432 measurements, 1.35 factor).

We detect a slight $H$- and $K$-band infrared excess (0.016 ± 0.003 and 0.018 ± 0.002, respectively). Like δ Cep, this is al-
lowed by the combination of infrared photometry and infrared
interferometric angular diameters.

**Table 3. Parameters of the δ Cep fit.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_\odot$ (mas)</td>
<td>1.420 ± 0.009</td>
</tr>
<tr>
<td>E($B-V$)</td>
<td>0.032 ± 0.005$<em>{stat}$ ± 0.015$</em>{sys.}$</td>
</tr>
<tr>
<td>$K$ excess (mag)</td>
<td>0.025 ± 0.002</td>
</tr>
<tr>
<td>$H$ excess (mag)</td>
<td>0.018 ± 0.004</td>
</tr>
<tr>
<td>p-factor</td>
<td>1.29 ± 0.02</td>
</tr>
<tr>
<td>MJD,b</td>
<td>48 304.7362421</td>
</tr>
<tr>
<td>Period (days)</td>
<td>5.3662906 ± 0.0000061</td>
</tr>
<tr>
<td>Period change (s/yr)</td>
<td>−0.069 ± 0.033</td>
</tr>
<tr>
<td>Metallicity [Fe/H]</td>
<td>0.06</td>
</tr>
<tr>
<td>Distance (pc)</td>
<td>274 [fixed]</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>1.7</td>
</tr>
<tr>
<td>Adopted mass ($M_\odot$)</td>
<td>4.8</td>
</tr>
<tr>
<td>Average radius ($R_\odot$)</td>
<td>43.0</td>
</tr>
</tbody>
</table>

**Table 4. Parameters of the η Aql fit.**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Best fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_\odot$ (mas)</td>
<td>1.694 ± 0.002</td>
</tr>
<tr>
<td>E($B-V$)</td>
<td>0.161 ± 0.005$<em>{stat}$ ± 0.015$</em>{sys.}$</td>
</tr>
<tr>
<td>$K$ excess (mag)</td>
<td>0.018 ± 0.002</td>
</tr>
<tr>
<td>$H$ excess (mag)</td>
<td>0.016 ± 0.003</td>
</tr>
<tr>
<td>p-factor</td>
<td>1.30 [fixed]</td>
</tr>
<tr>
<td>Distance (pc)</td>
<td>396 ± 6</td>
</tr>
<tr>
<td>MJD,b</td>
<td>48069.3905</td>
</tr>
<tr>
<td>Period (days)</td>
<td>7.176841 ± 0.000012</td>
</tr>
<tr>
<td>Period change (s/yr)</td>
<td>0.18 ± 0.07</td>
</tr>
<tr>
<td>Metallicity [Fe/H]</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Notes.** The quantities with uncertainties are adjusted in the model and
the other ones are fixed. (a) $\theta_\odot$ is the Rosseland angular diameter at
phase 0, not the average angular diameter over the pulsation cycle (θ);
(b) adjusted so that the bolometric magnitude reached minimum at
phase 0.
Regarding the accuracy of $E(B-V)$, Laney & Caldwell 2007 reported 0.126 and also quoted an older value of 0.143 (Caldwell & Coulson 1985), as well as 0.138 (metallicity corrected, computed by the software “BELRED”). Groenewegen (2008) quoted $0.130\pm0.009$. Storm et al. (2011) used 0.129. Our estimate is in this range, at $0.161\pm0.005$, on the redder side. The statistical uncertainty we obtain, $\pm0.005$, is underestimated because we did not take into account the fact that all photometric measurements in a same band and from a same source share a common error, namely the zero point and the photometric calibrators. If we perform a Jack-knife resampling, removing one set of photometric measurements every time, the uncertainty on $E(B-V)$ increases by a factor of 3, to $\pm0.015$.

Regarding the distance, $\eta$ Aql appears in Table 5 of Groenewegen (2008) with a distance of $261\pm6\pm7$ pc for $p = 1.321$ ($d/p = 198\pm5\pm4$ pc). Storm et al. (2011) determined a distance of $255\pm5$ pc using IRSB method, for $p = 1.39$ ($d/p = 183\pm4$ pc). Using a subset of data we used, Lane et al. (2002) obtained $d = 320\pm32$ pc with $p = 1.43$ ($d/p = 223\pm22$ pc). Our method gives a distance of $296\pm5$ pc ($d/p = 228\pm4$ pc), which is not consistent with Storm et al. (2011). We note that our uncertainty is on the same order as that of Storm et al. (2011), and surprisingly, they used only radial velocity and two-band photometry. If we restrict ourselves to IRSB data (radial velocities and $V, K$ photometry), our fit leads to $\pm15$ pc. Since we cannot fit $E(B-V)$ (because of the degeneracy with $T_{\text{eff}}$), we should estimate the sensitivity of the distance estimate to change in $E(B-V)$. We computed that decreasing $E(B-V)$ by 0.05 leads to a distance 4 pc smaller. In other words, restricting our data set to the IRSB method leads to similar distances. The reason why we find an uncertainty in the estimated distance three times larger than Storm et al. (2011) is the following: we suspect that since we fitted all parameters at once (radial velocity profile, $T_{\text{eff}}$ profile, distance, etc.), our uncertainties are more realistic. If we keep our $\eta$ Aql model and only use the IRSB dataset, and if we assume that we know everything in the
model except for the distance and only adjust for this parameter, the uncertainty decreases to ±5 pc, which is the claim of Storm et al. (2011). In other words, our analysis of η Aql is a perfect example of why fitting all parameters at the same time provides more realistic uncertainties.

4. Conclusions

Our model makes many simplistic assumptions about Cepheids, most of which are known to be incorrect at a certain level. However, in the context of the parallax-of-pulsation distance estimation, our approach is more complete than most (if not all) implementations that are variations of the Baade-Wesselink method (BWM): 1) we include all possible observables, including redundant ones; and 2) we use observation modeling based on a physical model (as opposed to ad-hoc parameters, such as the surface brightness relations). Our implementation includes the traditional BWM, if one restricts the input data set. Using our modeling, we address some shortcomings of the BWM:

- We adopted an approach of modeling the observables rather than using ill-defined corrective factors. For example, we used modeled interferometric visibility profiles to compute the interferometric bias $\Delta \theta_B/\theta_{\text{rms}}$ whereas it is traditionally derived for brightness profile fits to analytical functions. We still make use of the projection factor, but we are working on a spectral synthesis modeling to allow us to use a consistent pulsation velocity estimation.
- We used atmospheric models (ATLAS9 in our case) to compute synthetic photometry. This works very well, as proven by the agreement with interferometric angular diameters on our two prototypical stars. We note that the resulting surface brightness relation cannot be approximated by a linear function of the effective temperature (or color), as is done with a traditional implementation of the BWM. Because the BWM lacks redundancy in the dataset it uses, this shortcoming cannot be detected and propagates as a color bias on the distances.
- Circumstellar envelopes (CSE) are consistently taken into account in the near-infrared photometry and optical interferometric diameters.
- Reddening is fitted from the data in a self-consistent way. Conversely, BWM uses an $E(B-V)$ that was determined for a certain reddening law and often applies it using another reddening law. Our method does not suffer from this bias.
- Our approach permits very good phasing of data, even taken at different epochs. Not only does it improve the accuracy of the distance determination (because poorly phased data often have underestimated amplitude), it also allows us to study the period change of Cepheids.
- Fitting all parameters at once realistically estimates the statistical uncertainties, as opposed to a method that would fit consecutive sets of parameters. For example, if the analytical radial velocity function is fitted first in an implementation of the BMW and then the analytical variations of angular diameters, followed by the distance alone as the ratio between the two, the uncertainty of the distance would not account for the other uncertainties and would likely be underestimated by a factor as large as 3.

All this should come as a warning to studies using only two bands: their distance (or $p$-factor) determinations probably have systematic errors that are hard to estimate without using a method like the one we have presented. Even then, their statistical uncertainties might very well be underestimated by a large factor. We confirmed our formerly published values for the $p$-factor of 1.28 ± 0.06, accounting for the uncertainty of the distance by Benedict et al. (2002) of 274 ± 11 pc. For η Aql, we estimated its biased distance to be $d/p = 228 ± 4$ pc, leading to $d = 296 ± 5$ pc assuming $p = 1.30$. In both cases, our models reproduced all the available data (about a thousand observations in each case), in a self-consistent way. In the near future, we will continue our work by systematically studying Cepheids for which large datasets are available.
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