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ABSTRACT
The determination of fundamental parameters of stars is one of the main tasks of astrophysics.
For magnetic chemically peculiar stars, this problem is complicated by the anomalous chemical
composition of their atmospheres, which requires special analysis methods. We present the
results of the effective temperature, surface gravity, abundance, and radius determinations
for three CP stars HD 188041, HD 111133, and HD 204411. Our analysis is based on a
self-consistent model fitting of high-resolution spectra and spectrophotometric observations
over a wide wavelength range, taking into account the anomalous chemical composition of
atmospheres and the inhomogeneous vertical distribution for three chemical elements: Ca,
Cr, and Fe. For two stars, HD 188041 and HD 204411, we also performed interferometric
observations that provided us with the direct estimates of stellar radii. Comparison of the radii
determined from the analysis of spectroscopic/spectrophotometric observations with direct
measurements of the radii by interferometry methods for seven CP stars shows that the radii
agree within the limits of measurement errors, which proves indirect spectroscopic analysis
capable of proving reliable determinations of the fundamental parameters of fainter Ap stars
that are not possible to study with modern interferometric facilities.

Key words: techniques: interferometric – techniques: spectroscopic – stars: abundances –
stars: atmospheres – stars: chemically peculiar – stars: fundamental parameters.

1 INTRODUCTION

Magnetic chemically peculiar (Ap) stars represent a group of stars
of spectral types B5 to F5 with global magnetic fields varying from
few tens of Gauss (Aurière et al. 2007) to tens of kiloGauss (see
catalogue Romanyuk & Kudryavtsev 2008). Magnetic fields have
predominantly poloidal structure. While the Ap stars seem to have
the same temperature, mass, luminosity, and hydrogen line profiles
as the normal main-sequence (MS) stars, they show atmospheric
abundance anomalies. As a rule, element abundance excess of up to
one to four orders of magnitude compared to the solar abundances
is observed for elements heavier than oxygen, while light elements,

� E-mail: annarom@inasan.ru

He, C, N, and O, are underabundant relative to the solar values (see
review Ryabchikova 1991).

Michaud (1970) proposed a mechanism of macroscopic diffusion
for developing abundance anomalies in the atmospheres of CP stars.
In their atmospheres, the diffusion of atoms and ions of a chemical
element occurs under the combined action of gravitational settling
and the radiation pressure that act in opposite directions. If the grav-
itational pressure prevails, then the elements diffuse into the deep
layers of the atmosphere of the star. In the opposite case, we have a
directed flux of particles in the upper atmosphere. The drift of par-
ticles occurs with respect to the buffer gas, hydrogen. The element
separation results in the creation of vertical abundance gradients
that produce the observed abundance anomalies. It changes the
atmospheric structure via the line and continuum opacities, which
leads to the change of the observed energy distribution compared
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Table 1. Literature data for the fundamental parameters of programme stars.

HD Teff log g log (L/L�) R/R� Ref.

9850(220) – – – Netopil et al. (2008)
HD 111133 9930(250) – 1.92(13) 3.09 Kochukhov & Bagnulo (2006)

9930 3.65 – – Ryabchikova et al. (2008)
8580(550) – – – Netopil et al. (2008)

HD 188041 8430(200) – 1.55(07) 2.80 Kochukhov & Bagnulo (2006)
8800 4.00 – – Ryabchikova et al. (2008)

8510(170) – – – Netopil et al. (2008)
HD 204411 8750(300) – 1.95(06) 4.12 Kochukhov & Bagnulo (2006)

8400(200) 3.50(10) 2.01(10) 4.6(2) Ryabchikova et al. (2005)

to the chemically normal stars. Therefore, the standard photometric
and spectroscopic calibrations developed for the determination of
fundamental parameters in normal stars are often inapplicable in
case of Ap stars. In Ap stars, the presence of significant individual
anomalies of the chemical composition requires the detailed study
of stellar chemistry to construct an adequate model atmosphere that
can predict the observed flux distribution. Self-consistent procedure
of simultaneous spectrum and flux distribution modelling was first
proposed by Kochukhov, Shulyak & Ryabchikova (2009) for one of
the brightest Ap stars α Cir. Then it was applied to a few other Ap
stars (Shulyak et al. 2009, 2010a; Pandey et al. 2011; Nesvacil et al.
2013; Shulyak, Ryabchikova & Kochukhov 2013). The success of
the proposed procedure was verified by the direct measurements of
stellar radii in five Ap stars by means of interferometry (Bruntt et al.
2008, 2010; Perraut et al. 2011, 2013, 2016).

In this paper, we extend the detailed self-consistent spectroscopic
analysis to three other Ap stars, HD 188041 (V1291 Aquilae), HD
111133 (EP Virginis), and HD 204411. For two of them, HD 188041
and HD 204411, we performed interferometric observations and
derived their radii. Spectroscopic observations and their analysis
are presented in Section 3, and interferometric analysis is given in
Section 5.

2 PREVIOUS ANALYSIS

The investigated objects HD 188041 (V1291 Aquilae), HD 111133
(EP Virginis), and HD 204411 are well-studied Ap stars of spec-
tral class A1 SrCrEu, A6 SrCrEu, and A6 SrCrEu, respectively
(Renson & Manfroid 2009). The most anomalous element in
their atmospheres is chromium and many of rare-earth elements
(REEs) that is typical signature of Ap stars (Ryabchikova et al.
2004).

Fundamental parameters (Teff, log g) of the investigated stars were
derived in numerous studies in the past using different methods.
Netopil et al. (2008, see the references therein) compiled effective
temperature determinations for different groups of chemically
peculiar stars. Evolutionary state of Ap stars was studied by
Kochukhov & Bagnulo (2006) who derived effective temperatures
and luminosities of 150 stars using the calibrations of Geneva
photometry and improved Hipparcos parallaxes (van Leeuwen
2007). These data allow us to estimate stellar radii as well. Both
investigations include our programme stars. HD 111133 and HD
188041 were analysed for Ca isotopic anomaly and stratification by
Ryabchikova, Kochukhov & Bagnulo (2008), where atmospheric
parameters Teff and log g were also determined. For HD 204411,
fundamental parameters were derived from detailed spectroscopic
and stratification study (Ryabchikova, Leone & Kochukhov 2005)
using high-resolution SARG spectrum and Adelman’s spectropho-

tometry (Adelman et al. 1989). The authors used Hipparcos parallax
π = 8.37(53) mas (ESA 1997). Position of HD 204411 on the H–R
diagram shows that the star finished its MS life. Although being
detailed, the spectroscopic analysis of HD 204411 was not fully
self-consistent. Previous determinations of fundamental parameters
of programme stars are collected in Table 1. Here and throughout
the paper, an error of the measurement in the last digits is given in
parentheses.

In this work, we extend the analysis of these stars by em-
ploying self-consistent abundance and stratification study based
on dedicated model atmospheres and available spectroscopic and
(spectro)photometric observations, as described below.

3 SPECTROSCOPY

3.1 Observations

High-resolution spectra of HD 111133 and HD 188041 were
obtained with the UV-Visual Echelle Spectrograph (UVES) attached
at the ESO VLT (programme ID 68.D-0254). The resolving power
of the spectrograph is R = λ/�λ = 80 000, spectral region covered
is 3100–10 000 Å. Details of the observations and data processing
are given in Ryabchikova et al. (2008). HD 204411 was analysed
using an Echelle spectrum (R = 164 000, spectral region 4600–7900
Å) obtained with the high-resolution spectrograph (SARG) attached
to the 3.55-m Telescopio Nazionale Galileo at the Observatorio del
Roque de los Muchachos (La Palma, Spain). A detailed description
of the data and data processing is given in Ryabchikova et al.
(2005).

3.2 Self-consistent spectroscopic analysis

To accurately derive fundamental parameters – effective temper-
ature, surface gravity, radius, and luminosity – of a magnetic
CP star, we applied an iterative method proposed by Kochukhov
et al. (2009) for the roAp star α Cir and then used for few other
Ap stars (see Section 1). Briefly, the basic steps of this method
include the repeated stratification and abundance analysis used in
the calculations of model atmosphere and theoretical spectral energy
distribution (SED) which is compared to the observed one. SED fit
also allows to estimate stellar radius provided that the stellar parallax
is known. Iterations continue until fundamental parameters (Teff,
log g, R, chemistry) used in SED-fitting converge. Thus, we get
abundance pattern which is consistent with the physical parameters
of the final stellar atmosphere. Model atmosphere calculations were
done with the LLMODELS code (Shulyak et al. 2004). As starting
parameters in iteration procedure, we used model parameters from
Ryabchikova et al. (2008) for HD 111133, HD 118041 and from
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Figure 1. Comparison between Fe abundances derived from the equivalent
widths (WIDSYN code) and by magnetic spectrum fitting (SYNMAST code).

Ryabchikova et al. (2005) for HD 204411. The details of our SED
analysis will be given in Section 4 and below we only describe the
steps of our self-consistent spectroscopic analysis.

3.2.1 Abundance analysis

The abundances of chemical elements were evaluated using two
different methods. Here and everywhere, element abundance is
given as log (Nel/Ntot), where Nel is a number of atoms of a con-
sidered element and Ntot is a total number of atoms. A fast method
of element abundance determination uses measured equivalent
widths of the corresponding spectral lines. For that, we utilized
the WIDTHV code (Ryabchikova et al. 2002). However, it is difficult
to apply simple equivalent widths calculations to magnetic stars
due to magnetic splitting and intensification of spectral lines.
Therefore, a special version of the WIDTHV code called WIDSYN

was developed (Shulyak et al. 2013). The program provides an
interface to magnetic spectrum synthesis code SYNMAST (for
a more detailed description see Kochukhov 2007; Kochukhov,
Makaganiuk & Piskunov 2010), where theoretical equivalent widths
are calculated from the full polarized radiative transfer spectrum
synthesis. We assumed surface magnetic field to be constant with
depth and defined by radial and meridian components of magnetic
field vector whose modulus 〈Bs〉 is derived from the magnetic
splitting of spectral lines in non-polarized observed spectrum. The
observed 〈Bs〉 values are taken from Ryabchikova et al. (2008)
for HD 111133 and HD 188041, from Ryabchikova et al. (2005)
for HD 204411, and are given in Table 5. Line atomic parameters
were extracted from the Vienna Atomic Line Database (VALD;
Kupka et al. 1999) in its 3D release VALD3 (Ryabchikova et al.
2015).

Another, more accurate method to measure element abundance
is based on a direct fitting of the theoretical profiles of individual
spectral lines by varying parameters vesin i, Vr (stellar projected
rotation and radial velocity, respectively), two components of
the magnetic field vector, and element abundance. It was done
with SYNMAST code implemented in the visualization program

BINMAG6 (Kochukhov 2018). The direct spectrum synthesis takes
into account possible blends, since the lines are often blended in
spectra of CP stars, and the abundance estimation by equivalent
widths may not be very accurate. We performed a comparative
analysis of the Fe (HD 111133) and Nd (HD 188041) abundances
derived by both methods using 23 Fe I, II lines, and 11 Nd III lines.
Fig. 1 shows this comparison for Fe lines. Due to the careful
choice of spectral lines, the abundances derived by both methods
agree rather well. The corresponding Fe abundance is −3.26(29)
(WIDSYN) versus −3.26(26) (SYNMAST). A similar satisfactory
agreement was obtained for Nd abundance.

Based on the results of our investigation, we prefer to use
equivalent width method for abundance analysis in most cases.
The mean atmospheric abundances of 36 elements were derived at
each iteration. For 17 elements, this was done using spectral lines of
two ionization stages. The isotopic structure of Ba II and Eu II was
taken into account; however, we neglected the hyperfine splitting
(hfs) because of the complex interaction between the hyperfine
and magnetic splittings (Landi Degl’Innocenti 1975). It means that
abundances of a few elements with the odd isotopes (Mn, Co, Pr, Eu,
Tb) may be overestimated. The only exception is HD 204411, where
we neglected the magnetic field in abundance analysis. For this
star, we employed profile fitting method when necessary and used
hfs data from Blackwell-Whitehead et al. (2005), Holt, Scholl &
Rosner (1999) (Mn I, II), Pickering (1996) (Co I), and Villemoes
et al. (1993) (Ba II).

Average abundances for the final atmospheric models are given
in Table 2. Model parameters are presented in Section 4.2. The
last column of the table presents the current solar photospheric
abundances (Asplund et al. 2009; Grevesse et al. 2015; Scott et al.
2015a,b)

Fig. 2 shows the mean element abundances in the atmospheres
of investigated stars relative to the solar photospheric values.
Abundances derived from the lines of consecutive ionization stages
(neutral and first ions or first and second ions for REE) are shown by
filled and open circles, respectively. The abundances in HD 111133
and HD 188041 are similar within the errors of the determination,
and the abundance patterns correspond to the general observed
anomalies in Ap-stars: CNO deficiency, practically solar Na and
Mg abundance, 1–2 dex overabundance of the iron peak elements,
and a large excess of the REEs. However, the abundance pattern
in HD 204411 is different. CNO deficiency is the same, iron peak
elements are less overabundant, and the REEs are close to the solar
values. We discuss this issue in Section 6.

Inspecting Table 2, one notices rather large abundance difference
derived from the lines of consecutive ionization stages of some
elements, e.g. Ca, Cr, Fe, and Eu. Usually, it may be an indication
of abundance stratification in stellar atmosphere (Ryabchikova,
Wade & LeBlanc 2003). There is no significant violation of the
ionization equilibrium of those REEs (Ce, Pr, Nd, Sm) for which
the abundance is determined more or less reliably by several lines
of different ionization stages. The exception is Eu, where the Eu III

lines provide more than an order of magnitude higher abundance
compared to the Eu II lines. This behaviour is typical for most
Ap stars in the effective temperature range of 7000–10 000 K
(Ryabchikova & Romanovskaya 2017).

As was mentioned above, some elements may have inhomoge-
neous vertical distribution, which changes atmospheric structure
through the variable line opacity. We performed stratification
analysis of iron, chromium, and calcium, because the lines of
these elements (in particular, Fe and Cr) dominate the observed
spectrum.
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Table 2. The mean values of chemical abundance log (Nel/Ntot), calculated
from equivalents widths of N lines for model atmospheres 8770g42 (HD
188041), 9800g40 (HD 1111333), and 8300g36 (HD 204411). Values
derived from one line are marked with a colon. The standard deviation
is given in parentheses. Solar photospheric abundances are given in the last
column.

Ion Abundance log (Nel/Ntot)
HD 188041 N HD 111133 N HD 204411 N Sun

C I − 4.17(29) 3 − 4.25(54) 3 − 4.48(15) 5 −3.61
N I − 4.94(25) 2 − 5.10 1 − 4.15(05) 2 −4.21
O I − 4.60(36) 4 − 3.93(43) 7 − 3.71(07) 4 −3.35
Na I − 5.62(15) 2 − 5.68(70) 2 − 5.63(07) 2 −5.83
Mg I − 4.34(80) 2 − 4.42(18) 4 − 4.60(20) 6 −4.45
Mg II − 4.28(13) 2 − 4.49(52) 5 − 4.62(49) 3 −4.45
Al I − 4.50 1 – – – – −5.61
Al II − 4.57(13) 2 − 5.90(01) 2 – – −5.61
Si I − 3.90(19) 5 − 4.09(60) 9 − 4.33(15) 6 −4.53
Si II – – − 4.65(35) 4 − 4.12(03) 2 −4.53
S I − 3.44 1 – – − 5.12(23) 2 −4.92
S II – – − 5.09(50) 3 – – −4.92
Ca I − 4.69(58) 11 − 5.98 1 − 5.54(05) 5 −5.72
Ca II − 4.96(32) 2 − 6.87(20) 3 − 5.05(11) 5 −5.72
Sc II − 8.32(70) 5 – – − 9.68 1 −8.88
Ti I – – – – − 6.81(11) 13 −7.11
Ti II − 6.45(54) 14 − 6.51(42) 29 − 6.63(11) 15 −7.11
V I − 5.60(23) 2 – – – – −8.15
V II − 6.80(47) 6 − 8.05(19) 9 − 8.87(09) 2 −8.15
Cr I − 3.97(57) 10 − 3.71(31) 66 − 5.18(16) 37 −6.42
Cr II − 3.81(54) 15 − 3.88(43) 248 − 4.90(19) 36 −6.42
Mn I − 4.94(62) 9 − 4.96(28) 9 − 6.25(13) 9 −6.62
Mn II − 4.99(88) 5 − 4.97(39) 51 − 5.91(18) 14 −6.62
Fe I − 3.60(35) 19 − 3.24(27) 153 − 4.10(20) 79 −4.57
Fe II − 3.21(40) 52 − 3.24(32) 282 − 3.64(34) 69 −4.57
Co I − 5.05(63) 9 − 5.09(47) 14 − 6.65(20) 3 −7.11
Co II − 5.50 1 − 5.48(52) 12 – – –
Ni I − 5.81(63) 5 − 5.77(76) 10 − 5.96(14) 27 −5.84
Ni II – – − 6.18(57) 3 − 5.42 1 −5.84
Cu I − 6.88 1 – – − 8.26 1 −7.86
Sr I − 5.81 1 – − 8.99 1 −9.21
Sr II − 5.97(12) 2 − 7.07(51) 3 −9.21
Y II − 9.23(40) 4 − 8.83(22) 3 − 10.24(14) 4 −9.83
Zr II − 8.25(57) 10 − 8.57(77) 10 − 9.12(28) 2 −9.45
Nb II − 8.09(73) 2 – – – – −10.57
Mo II − 7.72(17) 2 – – – – −10.16
Ba II − 9.12(57) 4 − 8.93(39) 3 − 9.45(23) 3 −9.79
La II − 8.29(23) 6 − 7.97(60) 18 −10.93
Ce II − 7.62(31) 14 − 7.46(62) 27 − 10.46 1 −10.46
Ce III − 6.08(35) 6 − 7.14(24) 4 – – −10.46
Pr II − 7.91(38) 4 − 7.90(41) 6 – – −11.32
Pr III − 8.47(30) 9 − 8.30(43) 25 – – −11.32
Nd II − 8.33(56) 3 − 7.64(40) 24 − 9.80(22) 3 −10.62
Nd III − 7.87(28) 12 − 8.32(44) 33 − 10.14 1 −10.62
Sm II − 8.52(30) 6 − 8.06(35) 15 – – −11.09
Sm III − 7.07 1 − 8.46(04) 2 – – −11.09
Eu II − 7.41(24) 5 − 8.93(58) 6 − 11.19 1 −11.52
Eu III − 5.29(53) 4 − 6.68(29) 7 – – −11.52
Gd II − 7.48(71) 8 − 7.38(46) 25 – – −10.96
Tb II − 7.91 1 – – – – −11.70
Tb III − 8.85(36) 4 − 8.44(50) 1 – – −11.70
Dy II − 8.95(48) 4 − 7.88(45) 13 – – −10.94
Er II − 9.38(45) 4 − 8.20(45) 7 – – −11.11
Er III − 8.06 1 − 8.56(56) 5 – – −11.11
Tm II − 8.83(1.42) 3 − 9.03 1 – – −11.93
Yb II − 8.07(44) 5 − 8.09(37) 10 – – −11.19

3.2.2 Stratification study

Element stratification was calculated using the DDAFIT IDL-based
automatic procedure (Kochukhov 2007). Theoretical stratification
calculations show that, as a first approximation, the stratification
profile of chemical elements can be represented by a step function
(Babel 1992). This function is described by four parameters:
element abundances in the upper and lower atmospheric layers, the
position of the abundance jump and the width of this jump. These
parameters are optimized to provide the best fit to the observed
profiles of spectral lines formed at different atmospheric layers.
Spectral synthesis is carried out with the SYNMAST program, and
the possible contribution of neighbouring lines is taken into account.
The success of the stratification study strongly depends on the choice
of spectral lines. The chosen lines should be sensitive to possible
abundance variations at significant part of atmospheric layers. The
list of the lines is given in Table 3 and is available in electronic
version of the paper. Here, we present only a part of this table.

Stratification calculations began with the homogeneous abun-
dance distribution corresponding to the average atmospheric abun-
dances derived as described in Section 3.2.1. DDAFIT procedure
is repeated for each iteration, every time using model atmosphere
with improved atmospheric parameters Teff, log g, and abundance
patterns that are refined through the fitting of SED (see Section 4.2).
In Figs 3 and 4, we show final Ca, Cr, and Fe stratifications.

All the three elements have abundance jumps in the atmospheres
of investigated stars, and these jumps are located at the optical
depths close to the predictions of the diffusion theory. It is
demonstrated by the comparison of the empirical stratifications
with the theoretical diffusion calculations for model Teff = 9000 K,
log g = 4.0 (Leblanc & Monin 2005; LeBlanc et al. 2009). However,
in the atmosphere of the most evolved star HD 204411 abundance
jumps seem to be smaller, in particular, for Cr. All the three stars
show large Fe and Cr overabundance in the deep atmospheric layers,
where high-excitation lines are formed. The most unusual result is
Ca deficiency throughout the whole atmosphere of HD 111133,
which is not predicted by the diffusion theory.

The results of our analysis do not differ much from the derived
Ca stratification in HD 188041 and HD 111133 (Ryabchikova et al.
2008), and from Ca–Cr–Fe stratifications derived by Ryabchikova
et al. (2005). It is not surprising because the cited studies were based
on the same observed spectra. Stratification analysis allows us to
derive more accurately stellar rotational velocities. The best fits of
the calculated line profiles to the theoretical ones were obtained for
vesin i = 2 km s−1 in HD 188041 and for vesin i = 6 km s−1 in HD
111133.

4 ANALYSIS OF SED

4.1 Observations

SED in absolute units for all the three stars was constructed
from UV wide-band fluxes obtained with TD1 space mission
and extracted from TD1 catalogue (Thompson et al. 1978), from
optical spectrophotometry (Breger 1976; Adelman et al. 1989), and
from the near-IR 2MASS (2Micron All-Sky Survey) catalogue that
contains an overview of the entire sky at J band (1.25 μm), H
band (1.65 μm, and K band (2.17 μm). The spectrophotometric
magnitudes by Adelman et al. (1989) were converted to fluxes using
Vega calibrations given in Hayes & Latham (1975). We convert
2MASS magnitudes to absolute fluxes using filter values and zero-
points defined in Cohen, Wheaton & Megeath (2003).
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Figure 2. Element abundances relative to solar values in the atmospheres of HD 188041 (black symbols), HD 111133 (red symbols), and HD 204411 (blue
symbols). Abundances derived from the lines of the neutral species (C to Ba) and of the first ions (La to Yb) are shown with filled circles, and those derived
from the lines of the first (C to Ba) and the second (La to Yb) ions are shown with open circles.

Table 3. A list of spectral lines used for the stratification calculations for
stars HD 188041, HD 111133, and HD 204411 with the excitation potential
(eV), oscillator strength (log gf ), and Stark damping parameter (log γSt)
listed.

Ion λ (Å) Ei (eV) log gf log γ St

HD
188041

HD
111133

HD
204411

Fe II 4504.343 6.219 −3.250 −6.530
√

Fe II 4508.280 2.855 −2.250 −6.530
√

Fe II 4610.589 5.571 −3.540 −6.530
√ √

Fe II 4631.867 7.869 −1.945 −5.830
√ √

Fe II 4975.251 9.100 −1.763 −6.530
√

Fe II 4976.006 9.100 −1.599 −6.530
√

Fe I 5014.942 3.943 −0.303 −5.450
√ √

Fe II 5018.435 2.891 −1.220 −6.530
√ √ √

Fe II 5018.669 6.138 −4.010 −6.537
√

Fe I 5019.168 4.580 −2.080 −5.970
√

...... ...... ...... ...... ...... ..... ...... ......

Note. This table is available in its entirety in a machine-readable form in the
online journal. A portion is shown here for guidance regarding its form and
content. Stark damping parameters are given for one perturber (electron) for
T = 10000 K.

For HD 188041, we additionally utilized fluxes between 1900 and
3000 Å observed with International Ultraviolet Explorer (IUE).1

Along with the low-resolution spectrophotometric data by Adel-
man et al. (1989) for HD 204411 we made use of the medium-
resolution spectroscopic observations with the Boller & Chivens

1http://archive.stsci.edu/iue/

long-slit spectrograph mounted at 2.1 m telescope at the Observa-
torio Astronómico Nacional at San Pedro Mártir, Baja California,
México (OAN SPM).2 The data for HD 204411 and several other
Ap stars were obtained during 2011 July. In order to make precise
spectrophotometry, the slit was opened as wide as possible to
cover the star’s photometric profile together with its far wings
and surrounding sky background. With this configuration spectral
resolution of about 8 Å and simultaneously registered wavelength
range from 3700 to 7200 Å were achieved.

The wavelength calibration with an arc lamp spectrum obtained
several times per the observing night, spectrograph flexion correc-
tion, and flat-fielding with a halogen lamp were made in a standard
manner. The spectra of the star were flux-calibrated using spec-
trophotometric standard stars observed at different zenith distances
during the same night. In particular case of HD 204411, we used
two calibrator stars HD 192281 and BD+33d2642, respectively.

4.2 The determination of fundamental stellar parameters

To compare the observed and theoretical fluxes at different wave-
lengths (SED), one needs to calculate irradiation from the surface
of a star located at some distance. This irradiation depends on
stellar atmospheric parameters, stellar radius, and the distance to
the star. The distance is defined by stellar parallax. We compute
theoretical fluxes at different wavelengths from the adopted model
atmosphere. We optimize stellar radius, Teff, and log g for a given
abundance pattern and stratification to reach the best fit to the

2http://www.astrossp.unam.mx/oanspm/
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Figure 3. Distribution of Ca (left-hand panel) and Cr (right-hand panel) in the atmospheres of HD 188041 (black filled circles), HD 111133 (red filled circles),
and HD 204411 (blue filled circles). Theoretical predictions for the model Teff = 9000 K, log g = 4.0 are shown by dashed line. Solar abundances are indicated
by dotted line.
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Figure 4. The same as in Fig. 3, but for Fe.

observed energy distribution. This approach allows us to refine the
atmospheric parameters and the radius of the star simultaneously.

Because we utilize data sets that come from different space and
ground-based missions, the number of observed points that we fit
can differ from only a few (e.g. 2MASS) to hundreds (e.g. IUE)
depending on wavelength domain. Therefore, in order to ensure
that each wavelength domain equally contribute to the final fit, we
weight data in UV, Visual, and IR spectral ranges by corresponding
number of observed points. We chose three weighting regions: 0–
4200, 4200–11 000, and 11 000–∞ Å. The first region is useful
for the estimation of stellar gravity because it includes the Balmer
jump whose amplitude is sensitive to the atmospheric pressure for
stars of early spectral types. The second and third regions are
mostly sensitive to the stellar effective temperature. Altogether,
having observations in UV, Visual, and IR help to constrain accurate
atmospheric parameters (Shulyak et al. 2013).

It is known that CP stars exhibit variability of their fluxes with
the rotation period as observed in different photometric filters (e.g.
Molnar 1973; Adelman et al. 1989). This variability is caused
by non-homogeneous distribution of chemical elements across the
stellar surface (abundance spots) that produces stellar brightness
variation due to the changes in local atmospheric opacity, as
explained in numerous investigations (see e.g. Krtička et al. 2009;

Shulyak et al. 2010b; Krtička et al. 2012, 2015). Among different
observation data sets available to us, only Adelman et al. (1989)
set contains several scans per star taken at different rotation phases.
However, the flux variability in our sample stars reaches maximum
of about 12 per cent in HD 204411, 9 per cent in HD 188041, and
6 per cent in HD 111133, respectively. We therefore conclude that
abundance spots do not introduce strong biases in our parameters
estimation. Note that the amplitude of flux variation is the largest at
short wavelengths where the atmospheric opacity is the strongest.
Unfortunately, the available UV fluxes provided by the TD1 satellite
do not contain time-resolved information. Because in our SED fit,
we combine data obtained at different epochs and with different
missions and/or instruments, we could not study the impact of
abundance spots on determination of atmospheric parameters in
full detail. Thus, in our analysis we minimize the impact of phase
variability of stellar fluxes by averaging individual scans taken by
Adelman et al. (1989) for each star.

The parallax values were taken from the second GAIA release
DR2 (Gaia Collaboration et al. 2018). Regarding the total uncer-
tainty σ ext on each parallax, we have computed it using the formula
provided by Lindegren et al. at the IAU colloquium:3

σext =
√

k2σ 2
i + σ 2

s (1)

with σ i provided in the GAIA DR2 catalogue, k = 1.08, and
σ s = 0.021 mas for G < 13. We thus considered the values
of 11.72(11) mas (HD 188041), 5.21(07) mas (HD 111133), and
8.33(12) mas (HD 204411), respectively. The adopted parallaxes
differ from the original (ESA 1997) and revised (van Leeuwen 2007)
Hipparcos ones by 5–6 per cent for HD 188041 and HD 204411,
and by more than 30 per cent for HD 111133. For example, for HD
188041 the available parallax values are 11.79(93) (ESA 1997),
12.48(36) (van Leeuwen 2007), 11.95(97) (Gaia Collaboration
et al. 2016), and 11.72(10) (Gaia Collaboration et al. 2018), while
the corresponding values for HD 111133 are 6.23(93), 3.76(40),
5.95(73), and 5.21(06), respectively. Such a large scatter in parallax
values for HD 111133 influences the radius estimate and, hence, the
luminosity (see Sections 4.2.2 and 6).

3https://www.cosmos.esa.int/web/gaia/dr2-known-issues#AstrometryCon
siderations
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Table 4. Reddening data for HD 111133, HD 188041, and HD 204411.

HD d (pc) E(B − V)
1 2 3 4

HD 111133 191.9(2.1) 0.010 0.017(020) 0.027 0.06(05)
HD 188041 85.3(0.7) 0.000 0.007(017) 0.012 0.10(05)
HD 204411 120.0(1.6) 0.005 0.011(015) 0.028 0.07(05)

Note. 1 – Amôres & Lépine (2005), 2 – Lallement et al. (2018), 3 – Green
et al. (2018), 4 – Gontcharov & Mosenkov (2018).

Our three stars are located at the short distance from the Sun;
therefore, the corrections for interstellar reddening Av are small
and were taken to be zero for HD 188041, 0.m03 for HD 111133,
and 0.m016 for HD 204441. We calculated these values based on
the reddening maps from Amôres & Lépine (2005). It corresponds
to the E(B − V) values of 0.m009 (HD 111133) and 0.m005 (HD
204411) if one takes a typical parameter Rv = 3.1 in standard
extinction low. In the last 2 yr, new 3D reddening maps were
published based on the data from GAIA mission. Table 4 collects E(B
− V) data from four different sources: Amôres & Lépine (2005),
Lallement et al. (2018),4 Green et al. (2018), and Gontcharov &
Mosenkov (2018). One can easily see rather large dispersion
between different sets. Colour excess E(B − V) extracted from
the catalogues of Gontcharov & Mosenkov (2018) provides the
largest estimates, while the maps of interstellar dust in the Local
Arm constructed by Lallement et al. (2018) using Gaia, 2MASS,
and APOGEE-DR14 data give us the E(B − V) values not very
different from Amôres & Lépine. Green et al. (2018) provide a
code for E(B − V) calculations in different modes. We chose data
calculated in mode ‘median’. In order to account for interstellar
reddening, we used the FM UNRED routine from the IDL Astrolib
package5 that uses reddening parametrization after Fitzpatrick
(1999).

We checked SED fitting for all E(B − V) from Table 4. Fig. 5
demonstrates the influence of the reddening on the derived stellar
parameters Teff, log g, radius, and luminosity in HD 204411. The
similar picture was obtained for HD 188041. It is evident that
our solution for two stars, HD 188041 and HD 204411, with
the reddening data from Amôres & Lépine (2005) provides the
proper atmospheric parameters, and a slight increase in E(B − V)
(first three points in Fig. 5) produces parameter variations within
the uncertainties indicated in our work. The largest variations are
observed for gravity, but in logarithmic scale, it corresponds to the
uncertainty 0.1 dex given in Table 5.

However, for HD 111133 the situation is opposite. The best fit to
the SED was obtained for the largest reddening, but the observed
high-resolution spectrum cannot be fit with the atmospheric param-
eters derived with this reddening values (see Section 4.2.2).

For all stars, models with a solar helium abundance and with
the reduced by several orders helium abundance were constructed
because the helium deficiency is typical for peculiar stars. Our
analysis showed that models with normal helium abundance provide
slightly better fit to the observed SED. Final atmospheric parameters
and stellar radii are obtained during the iterative process as described
in Section 3.2. Five iterations were required to reach the convergence
for HD 188041, three iterations for HD 111133, and two iterations
for HD 204411.

4https://stilism.obspm.fr/
5https://idlastro.gsfc.nasa.gov/
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Figure 5. Fundamental stellar parameters of HD 204411 as a function of
E(B − V). Black solid line shows χ2 of the SED fit (left y-axis), while
variation of the relative values for Teff (black filled circles), log g (open red
circles), radius (open green diamonds), and luminosity (open blue triangles)
are marked on the right y-axis. The reference parameters derived with E(B
− V) = 0.m005 are given in Table 5.

4.2.1 HD 188041

Fig. 6 shows a comparison between the observed SED and the
theoretical calculations for the atmosphere of HD 188041. Using
TD1 fluxes in UV wavelength domain, we obtained the following
best-fitting parameters: Teff = 8770(30) K, log g = 4.2, solar
helium abundance, and radius R/R� = 2.39(2). However, we
could not obtain good constraints for the log g because our fitting
algorithm was always favouring the largest value available in our
model grid. On the contrary, when using IUE fluxes we obtained
Teff = 8613(11) K, log g = 4.02(5) K, R/R� = 2.44(1) and thus
better estimates for the log g that agrees with what is expected for
A-type MS stars. The lower Teff obtained from fitting IUE flux is
because the latter appears to be systematically lower compared to
TD1 flux.

4.2.2 HD 111133

In all attempts to fit the observed SED with E(B − V) ≤
0.m030, we could not constrain stellar log g. Using reddening
from Gontcharov & Mosenkov (2018), we got the best χ2 fit;
however, model atmosphere with Teff = 10300 K, log g = 3.17
cannot reproduce hydrogen line profiles and Fe I/Fe II lines with
any stratification. A detailed analysis carried out for HD 111133
with E(B − V) = 0.m010–0.m027 showed slight but not statistically
significant improvement of χ2 SED fit with the increase of E(B −
V) for two fixed log g: 4.0 and 3.4. SED fit with fixed log g = 4.0
provides slightly better χ2; however, log g = 3.4 is preferred because
it fits the hydrogen lines better (see Fig. 7).

We used parallax 5.21(7) mas in our fitting procedure. As for HD
188041, the model with solar helium abundance fits somewhat better
the observed energy distribution. Finally, we chose a model with
Teff = 9875 K, log g = 3.4 derived from SED fit with E(B − V) taken
from Amôres & Lépine (2005) as for two other stars. Comparison of
the observed fluxes with the theoretical ones is shown in Fig. 8. Note
that even after convergence we could not reach a good agreement

MNRAS 488, 2343–2356 (2019)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article-abstract/488/2/2343/5530792 by guest on 21 O
ctober 2019

https://stilism.obspm.fr/
https://idlastro.gsfc.nasa.gov/


2350 A. Romanovskaya et al.

Table 5. Fundamental parameters of Ap stars.

HD Spectroscopy Interferometry
Teff log g R/R� log (L/L�) 〈Bs〉(kG) Ref. R/R� Teff log (L/L�) Ref.

8441 9130(100) 3.45(17) 2.21(12) Titarenko et al. (2012) – – – –
24712 7250(100) 4.10(15) 1.77(04) 0.89(07) 2.3 Shulyak et al. (2009) 1.77(06) 7235(280) 0.89(07) Perraut et al. (2016)
40312 10400(100) 3.6(1) 4.64(17) 2.35(06) 0.4 Kochukhov et al. (2019) – – – –
101065 6400(200) 4.20(20) 1.98(03) 0.77(06) 2.3 Shulyak et al. (2010a) – – – –
103498 9500(150) 3.60(10) 4.39(75) 2.15(16) Pandey et al. (2011) – – – –
1111331 9875(200) 3.40(20) 3.44(07) 2.00(04) 4.0 Current work – – – –
1111332 9875(200) 3.40(20) 2.92(44) 1.84(17) 4.0 Current work – – – –
112185 9200(200) 3.6(1) 4.08(14) 2.03(08) 0.1 Kochukhov et al. (2019) – – – –
128898 7500(130) 4.10(15) 1.94(01) 1.03(03) 2.0 Kochukhov et al. (2009) 1.97(07) 7420(170) 1.02(02) Bruntt et al. (2008)
133792 9400(200) 3.7(1) 3.9(5) 2.02(10) 1.1 Kochukhov et al. (2006) – – – –
137909 8100(150) 4.00(15) 2.47(07) 1.37(08) 5.4 Shulyak et al. (2013) 2.63(09) 8160(200) 1.44(03) Bruntt et al. (2010)
137949 7400(150) 4.00(15) 2.13(13) 1.09(15) 5.0 Shulyak et al. (2013) – – – –
176232 7550(050) 3.80(10) 2.46(06) 1.29(04) 1.5 Nesvacil et al. (2013) 2.32(09) 7800(170) 1.26(02) Perraut et al. (2013)
188041 8770(150) 4.20(10) 2.39(05) 1.48(03) 3.6 Current work 2.26(05) 9060(250) 1.49(04) Current work
201601 7550(150) 4.00(10) 2.07(05) 1.10(07) 4.0 Shulyak et al. (2013) 2.20(12) 7364(250) 1.11(05) Perraut et al. (2011)
204411 8300(150) 3.60(10) 4.42(07) 1.92(04) ≤0.8 Current work 4.23(08) 8560(230) 1.96(04) Current work

Note. Fundamental parameters derived by using original Hipparcos parallax1 and GAIA DR2.2
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Figure 6. Comparison of the observed energy distribution (black filled squares and diamonds) with the theoretical flux (red solid line) calculated for LLMODELS

atmosphere of HD 188041 with the parameters Teff = 8770 K, log g = 4.2. Open blue diamonds show the theoretical fluxes convolved with the corresponding
filters. 2MASS photometric colours are presented by filled red squares.

between the observed and theoretical energy distributions as in the
case of HD 188041. This is especially noticeable in the UV spectral
region up to the Balmer jump. Ignoring TD1 fluxes, we obtained
best-fitting model that is about 100 K hotter but could not constrain
stellar log g (not shown on the plot).

Using the largest parallax value of 6.23(93) (ESA 1997), we
derive the same effective temperature and gravity as before, but
smaller radius R/R� = 2.92(44) (with the parallax uncertainty
taken into account in the error estimate).

4.2.3 HD 204411

We compare the observed and theoretical fluxes for HD 204411 on
Fig. 9. We obtained the best fit of the theoretical flux to the observed
one after two iterations and for the model with Teff = 8300(22) K,
log g = 3.6(5), R/R� = 4.42(2) using parallax 8.33(12) mas and
low-resolution spectrophotometry from Adelman et al. (1989). We
obtain very similar result if we use spectrophotometry from Breger
(1976): Teff = 8295(30) K, log g = 3.5(6), R/R� = 4.45(3). If we use
observations obtained with the Boller & Chivens spectrometer, we
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